Abstract

Text classification (TC) is the task of automatically assigning documents to a fixed number of categories. TC is an important component in many text applications such as text indexing, information extraction, information retrieval, text mining, and word sense disambiguation. In this paper, we present an alternative method of feature reduction - a concept we call unigram unmasking. Previous text classification approaches have typically focused on a “bag-of-words” vector. We posit that at times some of the most frequent unigrams, which have the greatest weight within these vectors, are not only unnecessary for classification, but can at times even hurt models’ accuracy. We present an approach where a percentage of common unigrams are intentionally removed, thus “unmasking” the added value from less popular unigrams. We present results from a topic-based classification task (hundreds of online free text-books belonging to five domains: Career and Study Advice, Economics and Finance, IT Programming, Natural Sciences, Statistics sand Mathematics) and show that unmasking was helpful across several machine learning models with some models even benefiting from removing nearly 50% of the most frequent unigrams from the bag-of-word vectors.
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1. Introduction

Text classification (TC) is a supervised learning task that assigns natural language text documents to one (the typical case) or more predefined categories (Joachims, 1998). Classification algorithms typically use a supervised
machine learning (ML) algorithm or a combination of several ML algorithms (Sebastiani, 2002; Jain and Mandowara, 2016). TC is an important component in many research domains such as text indexing, information extraction, information retrieval, text mining, and word sense disambiguation (Pazienza, 1997; Knight, 1999; Sriram et al., 2010; Navigli et al., 2011; Zhou et al., 2016). There are two main types of TC: topic-based classification where a given document is ascribed to one of c>=2 categories, and stylistic classification where a document is ascribed to one of c>=2 writing styles. An example of a topic-based classification application is classifying news articles written in English that belong to four categories: Business-Finance, Lifestyle-Leisure, Science-Technology and Sports downloaded from three well-known news web-sites (BBC, Reuters, and TheGuardian) (Liparas et al., 2014). An example of a stylistic classification application is classification based on different literary genres, e.g., action, comedy, crime, fantasy, historical, political, saga, and science fiction (Kessler et al., 1997; Gianfortoni et al., 2011). These two classification tasks often require different types of features for best performing the learning. Whereas stylistic classification is typically performed using linguistic features such as quantitative features, orthographic features, part of speech (POS) tags, function words, and vocabulary richness features, topic-based classification is typically performed using unigrams and/or ngrams (for n > 2) (Argamon et al., 2007; HaCohen-Kerner et al., 2008; HaCohen-Kerner et al., 2010A; HaCohen-Kerner et al., 2010B).

The traditional model for topic-based TC is based on the bag-of-words (BOW) representation, which associates a text with a vector indicating the number of occurrences of each chosen word in the training corpus (Sebastiani, 2002). In a topic-based classification, Naive Bayes and Maximum Entropy (ME) (e.g., Jaynes, 1990; El-Halees, 2015), support vector machines (SVMs) (Cortes and Vapnik, 1995), Naive Bayes (NB) (Heckerman, 1997), and C4.5 decision tree induction (Quinlan, 2014) have been reported to use BOW representation to achieve accuracies of 90% and greater for particular categories (Joachims, 1998). There are two main types of TC: topic-oriented classification and stylistic classification. An example of a topic-oriented classification application is classifying news articles as Business-Finance, Lifestyle-Leisure, and Sports (Liparas et al., 2014). An example of a genre-oriented classification application is classifying between different literary genres, e.g., action, comedy, fantasy, political, and saga (Kessler et al., 1997). While stylistic classification is usually performed using linguistic features such as quantitative features, part of speech (POS) tags, function words and vocabulary richness features, topic-oriented classification is usually performed using unigrams and/or ngrams (for n > 2) (Argamon et al., 2007).

This paper claims that classification models using BOWs should at times intentionally remove the most frequent unigrams. Previous work has suggested removing stopword unigrams (e.g., Forman (2003)). We claim that many more frequent unigrams should also be removed – even those that are not stopwords. In contrast to previous research that focused on results from these strong indicators (Schler et al., 2006), we claim that such usage of frequent unigrams is not only at times unnecessary, but can actually produce less accurate models than those where only less common unigrams are used. We refer to the process of intentionally removing a percentage of common unigrams as “unigram unmasking”. We borrow the term “unmasking” from Koppel et al.’s (2007) work where they demonstrated that the removal of a small number of frequent unigrams is useful for identifying the author of an anonymous text.

This paper’s key contribution is presenting the idea of unigram unmasking and demonstrating its empirical significance. We found that unigram unmasking can be successfully used within content classification problems. We created a dataset of texts from 5 topic categories and classified them using the 5000 most frequent unigrams. We found that removing up to nearly 50% of the most frequent unigrams from the training set often had no effect on models’ classification accuracy. In fact, as we detail in the following sections, unigram unmasking often improved models’ accuracy.

This paper is organized as follows: Section 2 supplies relevant background about unmasking of word ngrams. Section 3 presents our methods and the examined corpus. Section 4 describes the experimental results and their analysis. Section 5 concludes and suggests ideas for future research.

2. Unmasking of Word Ngrams

To date, many works on stylistic classification have focused on results generated from BOW vectors, and particularly the most popular terms in these vectors (e.g., Pang et al., 2002; Schler et al., 2006; Ng et al., 2006; Abbasi et al., 2008). Schler et al. (2006) performed gender and age classification tasks on a corpus containing
37,478 blogs and 295,526,889 words. They used 502 stylistic features (POS tags, blog words, and hyperlinks), and 1000 unigrams with the highest information gain in the training set. They obtained an accuracy of 80.1% for gender classification and 76.2% for age classification with three categories: 10s (13-17), 20s (23-27), and 30s (33-42) using the Multi-Class Real Winnow algorithm. Among their findings they show that male bloggers use more words related to money, computers, job, sports and television, while female bloggers use more words related to family, friends, sleep, and eating. Forman (2003) proposed a feature selection metric called Bi-Normal Separation. He presented an extensive comparative study of feature selection metrics. In his experiments on various datasets, Forman used from 10 to 2000 frequent word unigrams. He showed that N-gram frequencies provide accuracy rate of about 98% for some of the datasets. Other works that performed TC according to categories (e.g., disciplines, domains, and topics) using various types of word ngrams are (Fünrkranz, 1998; Martins and Silva, 2005; Liparas et al., 2014). We stress that in all of the above works results typically focused on the most frequent words or expressions.

Most similar to our work, Koppel et al. (2007) investigated the identity of the author of an anonymous text using unmasking of artificial writing features. Their work defined a process of “unmasking” whereby the most common writing features were intentionally removed as they hypothesized that writers intentionally hid their identity through adding a set of features they typically did not use. Through using the unmasking process they show that the authors of several previous anonymous writers can be identified based on comparing their unmasked writing features with those of texts from the same area and geographic region whose authors are known.

We stress that while we use the “unmasking” terminology first described by Koppel et al. (2007), our motivation and usage is quite different. Their work aimed to remove a relatively small number of useful features in order to unmask the identity of a previously unknown author. In contrast, our process of unmasking is more similar to feature selection. We acknowledge that proper identification can be accomplished without the unmasking process, as has been previously done by Joachims (1998), but we claim that even higher accuracies can be achieved through this specialized type of feature reduction. Additionally, while Koppel et al. (2007) removed only a few features (3-10), we found that removing even large percentages of unigrams can at times aid in improving classification accuracy. This process is again more akin to the process of classic feature reduction. However, feature selection in text classification typically chooses only those features with the highest value of various scoring functions such as information gain (IG), mutual information (MI), $\chi^2$-test (CHI) (Yang and Pedersen, 1997), TF-IDF (Salton et al. 1975) and Principal Component Analysis (PCA) (Lam and Lee, 1999), and various local and global feature reduction functions (Sebastiani, 2002). Feature selection then removes all other features with lower scores. In contrast, and as we now further explain, we found that intentionally removing common features with high frequency in addition to stopwords that have been previously removed often aids in classification accuracy - something that at first glance seems surprising and counterintuitive.

3. Methods and Corpus Description

Our general claim is that even if the first X unigrams are removed from the training set, the overall accuracy will drop by no more than a small amount, and will often even improve. To empirically support this claim, we downloaded hundreds of online free text-books belonging to five domains: Career and Study Advice, Economics and Finance, IT Programming, Natural Sciences, Statistics and Mathematics. We then used a commercial, off-the-shelf conversion program (www.abbyy.com) to convert the PDF files of these books into text files that could be used for the feature extraction process that will be described later. Table 1 presents general details about the dataset, its domains, # of books, # of words and average # of words per book for each domain.

Table 1. General details about the dataset.

<table>
<thead>
<tr>
<th>#</th>
<th>Domain</th>
<th># of books</th>
<th># of words</th>
<th>Avg. # of words per book</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Career and Study Advice</td>
<td>46</td>
<td>883,033</td>
<td>19,196</td>
</tr>
<tr>
<td>2</td>
<td>Economics and Finance</td>
<td>55</td>
<td>2,041,942</td>
<td>37,126</td>
</tr>
<tr>
<td>3</td>
<td>IT Programming</td>
<td>109</td>
<td>3,585,815</td>
<td>32,897</td>
</tr>
<tr>
<td>4</td>
<td>Natural Sciences</td>
<td>60</td>
<td>1,925,589</td>
<td>32,093</td>
</tr>
<tr>
<td>5</td>
<td>Statistics and Mathematics</td>
<td>115</td>
<td>4,198,052</td>
<td>36,504</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>385</td>
<td>12,634,431</td>
<td>32,817</td>
</tr>
</tbody>
</table>
The following process was applied to dataset described in Table 1 in order to identify the 5000 most common unigrams over all classes:

(1) All instances of 421 known stopwords for English text (Fox, 1989) were deleted.
(2) All unigrams were identified and counted.
(3) The frequencies of all unigrams were sorted in descending order to identify the 5000 most common unigrams over all classes.

We applied four supervised ML methods using the WEKA platform with their default parameters (Hall et al., 2009; Witten et al., 2016) and the accuracy of each ML method was estimated by a 10-fold cross-validation testing. We considered the accuracy of models that classify each text by its topic into one of these five categories. We considered four ML algorithms: Reduced error pruning (REP) Tree, J4.8, Random Forest (RF), and BayesNet (BN). A brief description of these algorithms follows:

1. REP TREE is a fast decision tree learner, which builds a decision/regression tree using information gain/variance and prunes it using reduced-error pruning with back fitting (Witten et al., 2016). Because the tree grows linearly with the size of the samples presented, no accuracy is gained through the increased tree complexity, and pruning is beneficial and is carefully performed (Elomaa and Kääriäinen, 2001).

2. J48 is an improved variant of the C4.5 decision tree induction (Hormann, 1962), which is implemented in WEKA. J48 uses greedy techniques, determines the most predictive attribute at each step, and splits a node based on this attribute.

3. RF is an ensemble learning method for classification and regression (Breiman, 2001). Ensemble methods use multiple learning algorithms to obtain better predictive performance than what can be obtained from any of the constituent learning algorithms. RF operates by constructing a multitude of decision trees at training time and outputting classification for the case at hand.

4. BN is a variant of a probabilistic statistical classification model that represents a set of random variables and their conditional dependencies via a directed acyclic graph (Pourret et al., 2008).

4. Experimental Results

We began by classifying the documents that are included in the dataset described in Table 1 into the five domains using a BOW based on the 5000 most frequent unigrams. We immediately noticed that certain words (word unigrams) were extremely clearly linked to the given categories in the classification task. For example, the words “career” and “careers” are not stopwords yet were obviously found more with higher frequency in the “Career and Study Advice” set of texts. As further examples, some other obvious unigrams and their relative rank (in parentheses) among the 5000 most frequent words are shown below and in Table 2:

<table>
<thead>
<tr>
<th>Domain</th>
<th>Career and Study Advice</th>
<th>Economics and Finance</th>
<th>IT Programming</th>
<th>Natural Sciences</th>
<th>Statistics and Mathematics</th>
</tr>
</thead>
<tbody>
<tr>
<td>career (386)</td>
<td>Rate (22)</td>
<td>information (16)</td>
<td>science (415)</td>
<td>statistics (457)</td>
<td></td>
</tr>
<tr>
<td>careers (838)</td>
<td>economics (668)</td>
<td>program (185)</td>
<td>natural (593)</td>
<td>statistical (1432)</td>
<td></td>
</tr>
<tr>
<td>Study (347)</td>
<td>economical (1096)</td>
<td>programming (329)</td>
<td>chemistry (298)</td>
<td>mathematics (499)</td>
<td></td>
</tr>
<tr>
<td>studies (881)</td>
<td>finance (493)</td>
<td>programs (1243)</td>
<td>chemical (200)</td>
<td>mathematical (629)</td>
<td></td>
</tr>
<tr>
<td>advice (2046)</td>
<td>Money (94)</td>
<td>technology (59)</td>
<td>physics (1785)</td>
<td>stochastic (497)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>price (76)</td>
<td>technological (2073)</td>
<td>physical (771)</td>
<td>radius (658)</td>
<td></td>
</tr>
</tbody>
</table>
Previous works have often focused on such stark differences, which often are not inherently obvious. As previously mentioned, Schler et al. [2006] performed gender and age classification tasks on a blog corpus using 1000 unigrams. They found that male bloggers often used more specific words related to computers (e.g., Linux, Microsoft, programming, software, and Google), while female bloggers use more specific words related to family (e.g., Mom, Mommy, and husband). However, this paper makes what we consider to be a stronger claim that even when removing such common words, which we concede that in our corpus can at times be considered trivial differences, the classification models often improves. We found this finding to be counterintuitive yet indicates the importance of feature reduction of unigrams.

To study this point, we proceeded to systematically remove percentages of the most common words. We iteratively removed 2% of the most common unigrams from the total of 5000. Thus, we first removed the 100 most common unigrams, leaving a BOW with the remaining 4900, we then removed the next 100 most common unigrams leaving 4800, etc. We then observed the relative accuracy of the four ML classification models, which are shown in Fig. 1 with resolution of 2%. Table 3 presents part of the same results with resolution of 10% except the last row with drop of 98% of the unigrams (since a drop of 100% is meaningless).

![Fig. 1. Accuracy of the four ML classification model as function of the percent of unigrams removed with resolution of 2%.](image_url)

**Table 3.** Accuracy of the four ML classification model as function of the percent of unigrams removed with resolution of 10%.

<table>
<thead>
<tr>
<th>% of dropped features</th>
<th># of dropped features</th>
<th>BN</th>
<th>REPTREE</th>
<th>J48</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>No filter</td>
<td>0</td>
<td>89.87</td>
<td>76.1</td>
<td>80.77</td>
<td>79.48</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>88.57</td>
<td>76.62</td>
<td>81.81</td>
<td>77.66</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>89.09</td>
<td>73.24</td>
<td>80</td>
<td>78.7</td>
</tr>
<tr>
<td>30</td>
<td>1500</td>
<td>88.57</td>
<td>69.61</td>
<td>78.18</td>
<td>75.32</td>
</tr>
<tr>
<td>40</td>
<td>2000</td>
<td>88.57</td>
<td>71.68</td>
<td>81.03</td>
<td>74.8</td>
</tr>
<tr>
<td>50</td>
<td>2500</td>
<td>88.31</td>
<td>67.01</td>
<td>78.7</td>
<td>73.24</td>
</tr>
<tr>
<td>60</td>
<td>3000</td>
<td>88.31</td>
<td>64.93</td>
<td>78.188</td>
<td>75.58</td>
</tr>
<tr>
<td>70</td>
<td>3500</td>
<td>88.05</td>
<td>68.57</td>
<td>75.32</td>
<td>75.58</td>
</tr>
<tr>
<td>80</td>
<td>4000</td>
<td><strong>89.87</strong></td>
<td>73.76</td>
<td><strong>80.25</strong></td>
<td>71.42</td>
</tr>
<tr>
<td>90</td>
<td>4500</td>
<td>87.79</td>
<td>71.42</td>
<td>68.83</td>
<td>72.72</td>
</tr>
<tr>
<td>98</td>
<td>4900</td>
<td>74.28</td>
<td>63.89</td>
<td>71.68</td>
<td>67.01</td>
</tr>
</tbody>
</table>
Several things are interesting about the results presented in Figure 1 and Table 3. First, the highest accuracy overall is found in the BN model. Even within this model, we found that removing unigrams helped up until a certain point. Specifically, we found that the BN accuracy after removing the first (!) 200 most common unigrams (4%) was 90.12%, as opposed to an accuracy of 89.12% with no unigrams removed. We denote this datapoint with a larger marker in Figure 1. For both RF and J48, the best accuracy was achieved after removing 12% of the most common unigrams (600 of 5000 unigrams). RF achieved 82.33% accuracy compared to 79.48% with all unigrams, and J48 achieved 81.87% compared to an original value of 80.77%. REP achieved its best result after removing 24% or 1200 of the 5000 unigrams. Here it achieved an accuracy of 81.03% versus 76.1%. A second interesting phenomenon relates to the drop of the models as unigrams are removed. The BN model is the most stable with results around 89.89% still being achieved after 80% (!) of its unigrams were removed (datapoint enlarged in graph) which is slightly better than 89.12% obtained when no unigrams were removed! Similarly J48 achieved 80.25% accuracy at this point as well-similar to the original result of 80.77%. REP and RF seem to be less resilient to unigram removal and have a sharper maximum once a certain number of unigrams are removed.

We believe that one potential explanation for this result is that many of the removed unigram features belong to more than one domain and therefore constitute noise. Examples of such unigrams with their ranks among the 5000 most frequent words in brackets are: download (4), ebooks (5), example (7), data (9), figure (10), value (11), read (14), solution (18), equation (19), table (21), system (23), model (40), create (48), theory (54), method (58), analysis (74), research (157), document (169), approach (361), and tool (709). However, this alone does not seem to fully explain these results and it does seem that text classification often improves as the most common, non-trivial unigrams are re-removed. The reasons for this are something we are currently both empirically and theoretically studying, as we now detail.

5. Conclusions and future work

In this paper, we present feature reduction approach of “unmasking” whereby common unigrams are intentionally removed from training models. We found that the accuracy of the TC models we developed always benefited from this approach up until a certain percentage of common unigrams were removed, after which the models’ were negatively impacted by the removal additional terms. This work represents a paradigm shift as previous content classification research has typically focused on the results based on the most frequent unigrams, which we show often actually hurts performance.

For future work various avenues need to be considered. First, we hope to study how to identify and predict the maxima after which removing additional terms is detrimental. Second, we hope to study the theoretical foundations for term unmasking. Third, we hope to study the generality of this approach, not only for additional datasets of TC per topic, but also for other classification tasks e.g., stylistic, gender, or genre classification. Similarly, we hope to study if effect of unmasking of other features such as n-grams of n>1 and stylistic features is equally helpful. We believe that the general approach we present in this paper will lead to significant advances in these areas.
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